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1 |Introduction    

In the burgeoning field of healthcare informatics, the extraction of medical association rules stands as a pivotal 

endeavor, offering insights into complex relationships within medical datasets [1, 2]. Medical association rules 

elucidate patterns and correlations among various medical variables, aiding in clinical decision-making, disease 

diagnosis, treatment planning, and healthcare management. Leveraging semantic data mining algorithms in 

this pursuit not only enhances the accuracy and interpretability of extracted rules but also facilitates the 

integration of domain knowledge into the mining process [3]. The significance of extracting medical 

association rules lies in its potential to uncover hidden knowledge from vast repositories of medical data. By 

identifying meaningful associations between medical variables, healthcare practitioners can gain valuable 

insights into disease etiology, patient outcomes, and treatment efficacy [4, 5]. This, in turn, can inform 

evidence-based medical practices, optimize resource allocation, and ultimately improve patient care. 

Heart disease continues to be a significant global health challenge, contributing to a substantial portion of 

morbidity and mortality worldwide. Early detection and precise risk prediction are critical for effective 

prevention and management of heart conditions. In recent years, the field of medical informatics has 
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Many prediction techniques targeted at early identification and intervention have been developed since heart disease 

continues to be a major cause of death worldwide. The predominant approaches used in cardiac disease prediction 

are examined in this review of the literature, with an emphasis on statistical models, hybrid approaches, and machine 

learning (ML) techniques. Because they provide comprehensible findings and are often easy to execute, traditional 

statistical approaches like logistic regression and decision trees have served as the foundation for predictive 

modelling. Through the use of sophisticated algorithms like Random Forest, Support Vector Machine (SVM), and 

Neural Networks (NN), machine learning has, nevertheless, dramatically improved forecast accuracy. Recent 

research highlights deep learning methods that enhance early diagnosis by recognising complex patterns in large 

datasets. Furthermore, the integration of clinical data, such as ECG signals, patient history, and genetic markers, 

with ML algorithms is increasingly recognized for its potential to elevate prediction accuracy. Challenges persist, 

particularly regarding data quality, model interpretability, and the clinical application of advanced models. The 

review concludes by highlighting the importance of personalized models and real-time prediction systems in future 

research, aiming to bridge the gap between algorithmic development and clinical utility.  
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increasingly focused on leveraging data mining techniques to extract association rules from cardiovascular 

datasets [6]. This introduction aims to provide an overview of heart disease association rules extraction, 

highlighting its importance, challenges, and potential applications, supported by relevant references. The 

significance of heart disease association rules extraction lies in its potential to uncover hidden patterns and 

relationships within cardiac data, offering insights into disease mechanisms, risk factors, and treatment 

outcomes [7]. By analyzing associations between clinical variables such as demographic factors, medical 

history, biomarkers, and lifestyle habits, researchers can identify novel risk predictors and inform personalized 

interventions [8]. This approach holds promise for improving risk stratification, guiding clinical decision-

making, and ultimately enhancing patient outcomes in the management of heart disease [9, 10]. 

CVDs or heart diseases are one of the most difficult, deadly, and life-threatening illnesses that affect people 

worldwide. CVDs in [57] are classified into various categories as represented in Figure  1. Also, Figure 1 

illustrates the factors causing the disease and its consequences. 

 
Figure 1. Cardiovascular diseases categories. 

 

Even though stressing that heart disease is among the most common diseases in humans, [58] also 

acknowledged that the diagnosis of heart disease can be complicated and delay the right diagnosis decision 

due to several factors, including symptoms of the disease and the relationship between the disease's 

pathological and functional manifestations and human organs other than the heart. In this context [59] 

indicated that improving clinical outcomes and preventing significant adverse cardiac events is possible with 

early detection of CVDs, which also enables the escalation of guideline-directed medical treatment. Arguably 

early identification of cardiovascular disorders is imperative. From the perspective of [60], forecasting with 

precision is a challenge, particularly in developing and Asian nations where resources, technology, and 

peripheral devices are few. In the same context [61], was revealed that the capacity for controlling CVD is 

currently inadequate. Individuals lack knowledge about CVDs and possible detrimental practices that 

contribute to the disease.  Another challenge stated in [62] where a wealth of information on heart disease in 

the healthcare sector needs to be analyzed to aid with decision-making. The mentioned challenges are catalysts 

for the notion of diagnosing CVD early to lessen the risk embraced by [63] through using appropriate and 

precise diagnostic techniques. Moreover, earlier studies tackle the difficulties associated with CVDs and 

diagnostics by developing a variety of diagnostic methods for the techniques-based prediction of heart disease 

[64]. For instance [65] where medical practitioners are integrating their experiences as physicians with artificial 

intelligence (AI) techniques to automate the diagnosing process. Recently, several machine learning 
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(ML)techniques of AI have been constructed to improve the prediction of cardiovascular diseases. Utilizing 

Extreme Gradient Boosting (XGBoost) classifier [66] to predicate CVDs. On the other hand [67] adapted 

the uncertainty theory of the Complex intuitionistic fuzzy set (CIFS) for choosing the best method for 

diagnosing cardiovascular diseases. 

2 | Traditional Approaches to Heart Disease Analysis 

Traditional approaches to heart disease analysis have evolved, primarily relying on clinical expertise, 

epidemiological studies, and statistical methods. Here's an overview of some traditional approaches:  

 Clinical risk factors such as age, gender, smoking status, blood pressure, cholesterol levels, and 

diabetes status have long been recognized as important predictors of heart disease risk [20]. 

 Longitudinal population-based studies like the Framingham Heart Study have been instrumental in 

identifying and understanding the epidemiology of heart disease [14]. 

 Statistical regression techniques, including logistic regression, have been commonly used to model 

the relationship between various risk factors and the likelihood of developing heart disease [17]. 

 Clinical guidelines provided by organizations such as the American Heart Association (AHA) and 

the European Society of Cardiology (ESC) offer evidence-based recommendations for heart disease 

prevention and management [11, 18]. 

 Risk scoring systems like the Framingham Risk Score and QRISK algorithm integrate multiple risk 

factors to provide personalized risk assessments for cardiovascular events [13] [16]. 

 Diagnostic tests such as electrocardiography (ECG), stress testing, and echocardiography play a 

crucial role in diagnosing heart disease and assessing its severity [15]. 

 Evidence-based treatment guidelines recommend lifestyle modifications, pharmacotherapy, and 

interventional procedures based on the severity of heart disease and individual patient characteristics 

[19]. 

 Population Health Interventions: Public health initiatives aimed at promoting cardiovascular health 

and preventing heart disease, including smoking cessation programs and dietary interventions, have 

contributed to reducing the burden of heart disease at the population level [12]. 

Traditional approaches to heart disease analysis have evolved, and researchers have explored various 

methods for predicting cardiovascular disease (CVD) risk. Let’s delve into some of these approaches: 

 Single-Stage Models: 

These models use one data point per patient, typically at baseline. For instance, the widely used 

Framingham Risk Score predicts the risk of coronary heart disease based on variables like systolic 

blood pressure, total cholesterol, high-density lipoprotein cholesterol, and smoking status1 [13]. 

However, single-stage models may not fully utilize available longitudinal data. 

 Two-Stage Approaches: 

These models incorporate estimated longitudinal parameters in survival models. They consider 

multiple time points and account for changes over time [19]. As more data becomes available, two-

stage approaches are gaining popularity for CVD risk prediction. 

 Joint Models: 

Joint models simultaneously analyze both longitudinal and survival data. They integrate information 

from repeated measurements and time-to-event outcomes [15]. These models offer a comprehensive 

view of CVD risk by considering both risk factor trajectories and mortality outcomes. 
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While single-stage models are still widely used, future studies should explore two-stage and joint 

approaches to better leverage available longitudinal data for accurate CVD risk prediction1. Machine 

learning techniques have also been explored in this context, offering promising avenues for further 

research. 

3 | Machine Learning in Heart Disease Analysis 

Machine learning (ML) has emerged as a powerful tool in heart disease analysis, offering the potential to 

improve risk prediction, diagnostic accuracy, and treatment outcomes.  

Types of fields that used Machine Learning in Heart Diseases: 

 Machine learning algorithms can integrate diverse data sources, including clinical variables, imaging 

data, and genetic information, to develop more accurate risk prediction models for cardiovascular 

events [21]. 

 ML techniques, such as deep learning and ensemble methods, enable the development of diagnostic 

support systems capable of analyzing medical images (e.g., echocardiograms, angiograms) to detect 

and classify heart disease with high accuracy [22]. 

 ML algorithms aid in identifying relevant features and reducing the dimensionality of large datasets, 

enhancing the interpretability and efficiency of heart disease analysis models [23]. 

 ML-based approaches facilitate the identification of patient subgroups likely to benefit from specific 

treatments or interventions, enabling personalized and targeted management of heart disease [24]. 

 ML algorithms can analyze electronic health records and assist clinicians in making informed 

decisions regarding patient management, treatment selection, and risk stratification in real-time [25]. 

4 |Association Rules 

To model and uncover the interdependencies between database entries, association rules are used. Their 

expressions reflect, respectively, hesitance and skepticism. The importance of an organization is determined 

by the extent of support and trust its members place in each other. Support, confidence, and lift are criteria 

to show the importance of associations [68, 69].  

The criteria of association Rules: 

Support  

This metric provides insight into how often a certain collection of products appears in all trades. Let's pretend 

that Set1 is bread and Set2 is shampoo. There will be a lot more bread purchases than shampoo purchases. 

You correctly predicted that the support for set1 would be greater than that for set2. Let's say set 1 is "bread 

and butter" and set 2 is "bread and shampoo." Bread and butter are common cart items, but how often do 

you see bread and shampoo? Not really. In this situation, set1 is more likely to be preferred than set2 in terms 

of popularity. In mathematical terms, the amount of backing for an item set is the share of all transactions 

that include those objects. 

support{{x}→{y}}=(Transactions containing both x and y)/(total number of transactions)                                                                         

Using support value, we can determine which rules are worth investigating further. If there are 10,000 

transactions, for instance, it may be useful to focus on the subset of item sets that appears at least 50 times 

or has support = 0.005. Without additional data, we cannot draw any firm conclusions about the nature of 

the relationships among the items in a very poorly supported item set. 

Confidence  
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This metric describes the probability that the consequent will be present on the cart, assuming that the 

antecedents are present. That is to say, of all the purchases that included the term "Captain Crunch," how 

many also included the word "Milk?" It's well known that the "Captain Crunch" vs. "Milk" guideline should 

be taken very seriously. Confidence, in technical terms, is the chance that the consequence will occur given 

the antecedent. 

Confidence ({x}→{y})=(transactions containing both x and y)/(transaction containing x)                                                             

First, let's take a moment to think about a few additional situations. How sure are you that "Butter" and 

"Bread" are synonymous? To clarify, what percentage of purchases included both butter and bread? Extremely 

high, or very near to 1? Yeah, you nailed it. What about milk and yogurt? Back on top of the world. Milk for 

your toothbrush? Still unsure? Since "Milk" is such a common commodity, it is safe to assume that this rule 

will always hold. 

When determining the conditional probability of occurrence of Y given X, Lift accounts for the support 

(frequency) of consequent. The word "lift" is used to describe this metric rather literally. Imagine this as the 

*boost* to our self-assurance that comes from having Y in the shopping basket thanks to the presence of X. 

To restate, lift is the increase in the chance of Y being on the cart due to the knowledge of X's existence 

relative to the probability of Y being on the cart due to ignorance of X's presence. 

Lift ({x}→{y})=((transactions containing both x and y)/(Transaction containing x))/(Fraction of 

transactions containing y). 

5 |Explainable Machine Learning in Healthcare 

Explainable machine learning (XAI) techniques are increasingly important in heart disease prediction to 

enhance the interpretability and transparency of predictive models.  

Types of Explainable Machine Learning Models in Heart Disease Prediction: 

 Model Transparency: XAI ensures transparency by providing insights into how predictive models 

arrive at their decisions. This transparency allows clinicians to understand the factors driving each 

prediction and evaluate the model's reliability for individual patients [28]. 

 Feature Importance: XAI methods, such as SHAP (Shapley Additive exPlanations) values or LIME 

(Local Interpretable Model-agnostic Explanations), quantify the importance of features in predicting 

heart disease risk. These techniques help clinicians identify the most influential risk factors and tailor 

interventions accordingly [26]. 

 Interpretable Models: XAI promotes the development of interpretable machine learning models, 

such as decision trees or rule-based models, that provide clear and understandable rules for predicting 

heart disease. Clinicians can easily interpret these models and trust their predictions based on clinically 

relevant criteria [27]. 

 Clinical Actionability: Explainable predictions empower clinicians to take actionable steps in 

preventing or managing heart disease. By understanding the rationale behind each prediction, 

clinicians can tailor interventions to address specific risk factors identified by the model, leading to 

more effective patient care [25]. 

6 |Literature Review of Heart Disease Prediction 

Recent years have seen significant advancements in the prediction of cardiac disease utilizing various machine-

learning techniques. 

 

 



Survey of Heart Disease Prediction Using Various Machine Learning Technique 

 

22

 

  
Table 1. Summary of literature review. 

Authors Title year 
Tools and 

methods 
Achievements 

Palaniappan and 
Awang [29] 

Intelligent heart disease 

prediction system using 

data mining techniques 

2008 

Naive Bayes 

Decision Tree, 

Genetic 

Algorithm 

proposed Enhanced Prediction of Heart Disease with 

Feature Subset Selection using Genetic Algorithm, in 

which they used genetic algorithms to identify the 

characteristics that are more helpful in the diagnosis of 

heart conditions, thereby reducing the number of tests that 

a patient must undergo. By employing genetic search, 13 

traits are whittled down to 6 attributes. With the same 

accuracy as before the reduction in the number of 

characteristics, three classifiers—Naive Bayes, 

Classification by Clustering, and Decision Tree—are then 

employed to predict the diagnosis of patients. 

Guan et al. [30] 
In mixed-integer 

support-vector machine 
2013 SVM 

proposed a system that could accurately forecast cardiac 

illness and was entirely based on support vector machines. 

The proposed system's accuracy rate is 76.5%. The system 

compared various models, including approximated L0-

norm SVM methods, Recursive Characteristic Elimination, 

and Standard SVM. 

Shilaskar and 
Ghatol [31] 

Feature selection for 

medical diagnosis: 

evaluation for 

cardiovascular diseases, 

 

2013 

Feature selection 

algorithms and 

classification 

methodologies 

and SVM 

employed multiple feature selection algorithms and 

classification methodologies to forecast coronary heart 

disease. Both the forward characteristic optimisation and 

selection as well as the back-elimination characteristic 

selection were done using an SVM classifier. Their research 

demonstrates that it decreased the number of input 

variables and increased accuracy. The algorithm discovered 

an accuracy rate of close to 85%. 

Pawlovsky [32] 

“Deep ensemble 

detection of congestive 

heart failure using short-

term rr intervals 

2019 

The k closest 

neighbor (KNN) 

approach 

developed an ensemble model employing distance and the 

k nearest neighbor (KNN) method for the diagnosis of 

heart disease. A configuration of three and five distances 

was used to implement the suggested model. Additionally, 

a weight is put at the base of the average accuracy that was 

calculated using KNN. Using the proposed method, an 

average accuracy of 85% was reported using the Cleveland, 

UCI dataset used in this experiment. 

Anooj [33] 

Clinical decision support 

system: risk level 

prediction of heart 

disease using weighted 

fuzzy rules 

2011 

Fuzzy rule and a 

neural network-

based system 

utilized a weighted rule to create a risk model, and a neural 

network-based system then assessed the model's 

performance using the UCI heart disease dataset. 

Shao et al. [34] 

Hybrid intelligent 

modeling schemes for 

heart disease 

classification 

2014 

Logistic 

regression, 

rough set 

techniques, and 

adaptive 

regression 

splines 

proposed a system to determine the precision of predicting 

coronary heart disease using machine learning techniques 

like logistic regression and to choose the most effective and 

significant features. To reduce the number of explanatory 

characteristics needed to diagnose heart disease, the system 

used rough set techniques and multivariate adaptive 

regression splines. The accuracy of the suggested system 

was 82.14%. 

Methaila et al. 
[35] 

Assessing cardiovascular 

risks from a mid-thigh ct 

image: a tree-based 

machine learning 

approach using radio 

densitometric 

distributions 

2020 

ML techniques 

such as decision 

trees, NB, and 

NN. Apriori 

algorithm and 

frequent pattern 

mining with 

MAFIA 

established a technique for forecasting heart disease using 

data mining technologies. The proposed method used 

machine learning (ML) techniques such as decision trees, 

NB, and NN to predict cardiac disease. An online dataset 

from the Cleveland Heart Disease database was used in the 

study. To reduce the feature dimension, the Apriori 

method and frequent pattern mining using MAFIA were 

applied. The significance weight computation of the 

features was evaluated for improved feature selection. The 

results of the proposed research showed that the decision 

tree performed better than the other ML techniques, using 

15 features and an accuracy of 99.62%. 
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Archana Singh et 
al. [36] 

Heart disease prediction 

using machine learning 

algorithms 

2020 

Linear 

regression, 

decision 

trees, support 

vector machines, 

and K-NN 

created a model for predicting cardiac disease using 

machine learning classifiers. The dataset has 14 features 

that are used in training and testing models to get the 

highest level of accuracy. The classifiers produced the 

following results: 78% for linear regression, 79% for 

decision trees, 83% for support vector machines, and 87% 

for K-NN.  

Using 15 characteristics, K-NN demonstrated a maximum 

accuracy of 99.62%, according to the data. 

Purushottam et 
al. [37] 

Efficient heart disease 

prediction system 
2016 

Support vector 

machines, C4.5, 

neural networks, 

PART, 

multilayer 

perceptrons, and 

radial basis 

functions 

To determine the connection between specific patients and 

the underlying cause of cardiac illness, researchers used 

radial basis functions, C4.5, neural networks, support 

vector machines, PART, and multilayer perceptrons. 

 

Kim and Kang 
[38] 

Neural network-based 

coronary heart disease 

risk prediction using 

feature correlation 

analysis 

2017 

A neural 

network using 

feature 

correlation 

analysis. 

The 4146 entries in a Korean heart disease dataset were 

retrieved to find any connections between feature relations 

and important risk variables. Next, a neural network was 

trained on this dataset using feature correlation analysis. 

The recommended model performed better than the 

Framingham risk score. 

Amin et al. [39] 

Genetic neural network-

based data mining in 

prediction of heart 

disease using risk factors 

2013 

Neural 

Networks 

System and the 

Genetic 

Algorithm 

proposed a hybrid model that uses the most crucial risk 

factors to categorize heart disease. They used the Neural 

Networks system and the Genetic Algorithm, two well-

known techniques, for their system. They initialized the 

weight of each neuron on the neural networks using a 

genetic algorithm and a global optimization technique. 

Their research showed that their model is rapid in 

comparison to other models and that it has an 89% 

accuracy. 

Khatibi and 
Montazer [40] 

A fuzzy-evidential 

hybridinference engine 

for coronary heart 

disease risk assessment 

2010  

Proposed a fuzzy-based system employing the Dempster-

Shafer theory and fuzzy set ideas. The suggested approach 

consists of two steps. Fuzzy units are used to first 

characterise the inputs, and then the fuzzy inference system 

is used to carry out the fuzzy sets. Second, it created the 

interval of beliefs for the hybrid inference engine and used 

combination rules to mix the various pieces of knowledge. 

It was carried out with a 91.58% accuracy. 

Barik et al. [41] 

Heart disease prediction 

using machine learning 

techniques 

2020 

Decision trees, 

random forests, 

and other 

algorithms and 

WEKA tools 

To forecast cardiac disease in its early stages, decision trees, 

optimized decision trees, random forests, and other 

algorithms were used. These risk models were created with 

the help of the RapidMiner and WEKA tools, and their 

accuracy, precision, sensitivity, and specificity were 

examined. 

Temurtas and 
Tanrikulu [42] 

An approach to 

probabilistic neural 

network for diagnosis of 

mesothelioma’s disease 

2012 
Neural network 

approaches. 

Suggested a model to categorize a dataset of cardiac disease 

using neural network approaches. The dataset was divided 

into three separate cross-validations, and the outcome was 

then determined using neural network techniques. In the 

experiment, their model's accuracy was 96.30%. 

 

Yumusak and 
Temurtas [43] 

Chest disease diagnosis 

using artificial neural 

networks 

2010 Neural networks 

employed multilayer neural networks to forecast the 

development of coronary heart disease. They observed that 

their model had an average accuracy of 91.60% using two 

hidden layers between the input and output layers. 

Dulhare et al. 
[44] 

Prediction system for 

heart disease using ¨ıve 

Bayes and particle swarm 

optimization 

2018 

Particle swarm 

optimization 

(PSO) and 

combined the particle swarm optimization (PSO) and naive 

Bayesian common feature selection methods to produce a 

reliable cardiac disease prediction. The UCI repository of 

the VA Long Beach machine learning dataset, which 
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Na¨ıve Bayesian 

algorithms 

comprises 270 records and 14 attributes, was used for the 

model training and testing activities. Only seven of the 14 

characteristics of heart disease have been demonstrated to 

be predictive of the illness. PSO and NB together increase 

NB's performance accuracy to 87.91%. Studies show that 

accuracy rises by 8.79 percent when compared to net-

benefit accuracy. 

Kim et al. [45] 

Neural network-based 

coronary heart disease 

risk prediction using 

feature correlation 

analysis 

2017 

Machine 

learning 

algorithms and 

DT algorithm 

making predictions about heart disease using machine 

learning techniques.  

The datasets were taken from the repository of machine 

learning at the University of California, Irvine (UCI), which 

consists of 303 records and employs 14 attributes. For 

training and testing, the 10-fold cross-validation approach 

is applied.  

The DT algorithm predicts cardiac disease with a higher 

accuracy of 93.19%. 

CarlosOrdonez 
et al. [46] 

Evaluating association 

rules and decision trees 

to predict multiple target 

attributes 

2011 

Association rules 

and decision 

trees 

suggested A detailed comparison of limited association 

rules and decision trees was presented when assessing their 

ability to predict several target features. There are notable 

differences between the two tactics for this goal. A large 

amount of experimental evaluation was conducted on an 

actual medical data set to determine criteria for disease 

forecasting on different heart arteries. Association rules 

include two parts: a consequent that specifies the severity 

of the disease on one or more arteries, and an antecedent 

that comprises patient risk factors and medical measures. 

Limited association rule mining yields more rules that are 

more numerous and dependable than the prediction rules 

generated by decision trees. 

Anupriya et al. 
[47] 

Enhanced Prediction of 

Heart Disease with 

Feature Subset Selection 

Using Genetic 

Algorithm 

2010 

Genetic 

algorithms and 

Naive Bayes, 

Classification by 

Clustering, and 

Decision Tree 

By utilizing genetic algorithms to identify the qualities that 

are more helpful in the diagnosis of heart problems, the 

researchers proposed "Enhanced Prediction of Heart 

Disease with Feature Subset Selection using Genetic 

Algorithm," which would reduce the number of tests a 

patient would need to do. Thirteen criteria are reduced to 

six by the genetic search technique. The patient's diagnosis 

is then predicted using three classifiers (Naive Bayes, 

Classification by Clustering, and Decision Tree) with the 

same level of accuracy as before the feature reduction. 

A. Ahmed et al. 
[49] 

Heart Disease Prediction 

under Machine Learning 

and Association Rules 

under Neutrosophic 

Environment 

2023 

neutrosophic 

AHP machine 

learning random 

forest (RF) and 

decision tree 

(DT) k-nearest 

neighbors 

(KNN), and 

gradient 

boosting 

AdaBoosting 

logistic 

regression and 

Naïve Bayes 

SVM 

employed three methods to predict cardiac disease: 

machine learning models, association rules, and the 

neutrosophic analytical hierarchy process (AHP) for 

feature selection. The process of determining feature 

weights and choosing the best features involves the usage 

of the neutrosophic AHP approach. All datasets' values are 

governed by rules that are provided by the association 

rules. Next, we selected the optimal feature to use using the 

neutrosophic AHP feature selection technique.  

Input for models of machine learning. To predict cardiac 

disease, we employed nine machine-learning models. We 

found that the decision tree (DT) and random forest (RF) 

had the highest accuracy at 100%, followed by gradient 

boosting, k-nearest neighbors (KNN), bagging, and 

AdaBoosting at 99%, 98%, and 97%, respectively. Logistic 

regression and Naïve Bayes came in last with 89% accuracy. 

Devansh et al. 
[50] 

Heart Disease Prediction 

Using Machine Learning 

Techniques 

2020 

Naïve Bayes, 

decision tree, K-

nearest 

neighbor, and 

random forest 

algorithm 

Used the existing dataset from the Cleveland database of 

UCI repository of heart disease patients. The dataset 

comprises 303 instances and 76 attributes. Of these 76 

attributes, only 14 attributes are considered for testing, 

important to substantiate the performance of different 

algorithms. 
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Results portray that the highest accuracy score is achieved 

with the K-nearest neighbor. Accuracy of KNN is 90.789% 

Umarani et al. 
[51] 

Machine Learning 

Technology-Based 

Heart Disease Detection 

Models 

2022 

Na¨ıve Bayes, 

support vector 

machine (SVM) 

and XGBoost 

uses XGBoost to test alternative decision tree classification 

algorithms in the hopes of improving the accuracy of heart 

disease diagnosis. In terms of precision, accuracy, f1-

measure, and recall as performance parameters above 

mentioned, four types of machine learning (ML) models 

are compared. 

The accuracy of Na¨ıve Bayes's weighted approach is 

86.00%. The accuracy of SVM’s and XGBoost is 94.03%. 

Accuracy of XGBoost is 95.9%. 

So, the best accuracy when using XGBoost 

Safial et al. [52] 
 

Coronary Artery Heart 

Disease Prediction: A 

Comparative Study of 

Computational 

Intelligence Techniques 

2020 

Logistic 

Regression (LR), 

Support Vector 

Machine (SVM), 

Deep Neural 

Network 

(DNN), 

Decision Tree 

(DT), Naïve 

Bayes (NB), 

Random Forest 

(RF), and K-

Nearest 

Neighbour (K-

NN) 

Used Statlog and Cleveland heart disease dataset which are 

retrieved from the UCI machine learning repository 

database with several evaluation techniques. From the 

study, it can be carried out that the highest accuracy of 

98.15% was obtained by a deep neural network with 

sensitivity and precision of 98.67% and 98.01% 

respectively. 

Shokoofa et al. 
[53] 

Data Mining and 

Diagnosis of Heart 

Diseases: A Hybrid 

Approach to the B-Mine 

Algorithm and 

Association Rules 

 

 

2022 

Support vector 

machine 

classifications, k 

nearest 

neighbor, 

decision tree, 

and simple 

Bayesian 

Used real and standard datasets of cardiac patients show 

that the average accuracy of the proposed method is 

approximately 98%, which has been tested on the 

Cleveland database that includes 76 features in the case of 

the heart disease dataset, 14 features of which are related 

to heart disease. The accuracy of predicting the results of 

the support vector machine classifications, k nearest 

neighbor, decision tree and simple Bayesian is 81.11%, 

66.67%, 59.72%, and 19.85%, respectively, which are 

relatively satisfactory results. 

Yahia et al. [54] 

Effectiveness of 

Artificial Intelligence 

Models for 

Cardiovascular Disease 

Prediction: Network 

Meta-Analysis 

2022 

Artificial neural 

network (ANN), 

Support vector 

machine (SVM), 

Random Forest 

Used machine learning models, association rules, and the 

neutrosophic analytical hierarchy process (AHP) for 

feature selection as three strategies to forecast heart illness. 

Utilizing the neutrosophic AHP technique is necessary to 

determine feature weights and select the optimal features. 

The values of all datasets are determined by rules given by 

the association rules. The best feature was then chosen 

utilizing the neutrosophic AHP feature selection method.       

Were looked at. In all, 17 studies with 285,213 CVD 

patients were included in the network meta-analysis. With 

an AUC of 0.843, the DL algorithms did well in the 

prediction of heart failure, whereas the gradient boosting 

machine (GBM) in the ML algorithm achieved an average 

accuracy of 0.843, according to statistical data. 

Syed et al. [55] 

Significance of Visible 

Non-Invasive Risk 

Attributes for the Initial 

Prediction of Heart 

Disease Using Different 

Machine Learning 

Techniques 

2022 

Random forest, 

Na¨ıve Bayes, 

decision tree, 

support vector 

machine, and K 

nearest neighbor 

The dataset was gathered using quantitative data collection 

techniques from several heterogeneous data sources in 

Kashmir, India.  

Findings indicate that the random forest model performs 

better than other risk assessment models, with an ideal 85% 

accuracy, 83% specificity, 85% sensitivity, 85% precision, 

85% AUROC score, and only 13% misclassification rate. 

The random forest's prediction accuracy for heart disease 

is the highest, surpassing that of earlier research. 
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Abdul et al. [48] 

AMethod for Improving 

Prediction of Human 

Heart Disease Using 

Machine Learning 

Algorithms 

2022 

AB, LR, ET, 

MNB, CART, 

SVM, LDA, RF, 

and XGB. 

After comparing the performance of several classifiers, we 

find that the XGB and ET classifiers exhibit generally 

better accuracy. SVM, on the other hand, achieved an 

accuracy of 96.72% and demonstrated the best 

performance while modifying the hyperparameters. 

K. Karthick et al. 
[56] 

Implementation of a 

Heart Disease Risk 

Prediction Model Using 

Machine Learning 

2022 

Support vector 

machine (SVM), 

Gaussian Naive 

Bayes, logistic 

regression, 

LightGBM, 

XGBoost, and 

random forest 

algorithm 

Used the Cleveland HD dataset from the UCI ML 

repository.  

The purpose of the data visualization is to show how the 

features relate to one another. The experiments show that 

the random forest algorithm validates 303 data instances 

with 13 selected attributes of the Cleveland HD dataset 

with an accuracy of 88.5%.  

Heart disease risk prediction models have been developed 

using support vector machine (SVM), logistic regression, 

Gaussian Naive Bayes, XGBoost, LightGBM, and random 

forest method; the resulting models have yielded accuracy 

values of 80.32%, 78.68%, 80.32%, 77.04%, 73.77%, and 

88.5%, respectively. 

 

7 |Limitation of Previous Literature Review 

Used other data mining techniques such as time series, clustering and association rules, support vector 

machine, and genetic algorithm. There is a need to implement a more complex combination of models to get 

higher accuracy for the early prediction of heart disease. Adding more attributes to the heart disease dataset 

and making it more interactive for the users. It can also be carried out as a mobile application with reduced 

computing time and complexity. The same methods can be used to predict different diseases and more 

intelligence methods will be used to predict coronary artery heart disease. Increased performance in 

knowledge extraction and a thorough comprehension of the challenges associated with measuring and 

gathering data will result from the diversity of resources. Designed to offer a technique for making predictions. 

In addition to extracting association rules, we provided a model for future association rule forecasting, which 

means that the next set of data and associated rules are predicted as accurately as possible based on the 

extracted rules and the recorded data. Similar studies are urged to focus more on DL models for the same or 

different outcomes related to cardiovascular diseases, in addition to performing a Bayesian A prior, likelihood, 

and posterior distribution that are suitable for network meta-analysis. To evaluate the risk of heart disease, 

investigate deep learning and the effects of additional controllable variables on different age and gender 

groups. Compare the outcomes to determine if a higher accuracy can be achieved when utilizing XGBoost to 

predict cardiac disease in youngsters. In terms of classifying and predicting cardiac sickness, effective feature 

management will yield notable outcomes.  

8 | Conclusions 

This literature review paper highlights heart disease association rules extraction, emphasizing its significance, 

challenges, and applications in clinical decision-making and treatment planning. Various frameworks for 

extracting heart disease association rules using explainable machine learning are discussed, along with the 

associated challenges, opportunities, and case studies. Traditional approaches to heart disease analysis, 

including clinical risk factors, population studies, and diagnostic tests, are also examined to provide context. 

Additionally, the role of machine learning in heart disease analysis, personalized treatment strategies, and 

clinical decision support systems is highlighted. The importance of explainable machine learning in heart 

disease prediction is emphasized, focusing on enhancing model transparency, feature importance 

interpretation, and ensuring clinical actionability to improve patient care and outcomes in the management 

of heart disease. 
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